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FHAM 2= JHe| MEHO|H S8 YEHOE THSHH st&st= 20| LEAOICH [15-19]. O|2{sh Al ZE 9|
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gtolstn 2/|E 8| ZstH= 20| HAlo|CL 0|2 QI8 Al 20| H|0|E 2t AES M= 2 BAISE 4 L
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3 SHL7H 2 K20l QUTHD 2 4 QICh 71ES] RNNS XHOR GAtg Ssteforsty| t2of ol EL oz Qs
(=]
o= o, ==

2ot 27+SOIAXIE EMAZH= MOOHIM HFHLIES SRl ZE E2 72| 2A|1S o Hoj| B2 AL
= QA YLt 12 M Al it K=o 20| A S| AT, MHALAEA O 20 SEeH MFY o7 [EIK JHL0|
7+SOHRICE ol2{et EHA R Fx= HH SIEQ0], £3| GPULL 22 7t457(|2] 282 SCH=HIHA, Al 21zt
StESIO] EAl0l = Sthet HelE 74 | L.

Chrie St& 9 M20jE] X3t EMAZHE= 0[5 K| Hik 24O 2 HOlsh= AZY O [EIA’
21 Z{0i| H|sH LLM2 EHA R ZH2 T4t OF7 Bl {0l Wit HIO|EM S &8% AFM 3t (Pre-Training)
S Yo RI ST THF QI Al'EHO|Ct O[2{TH LLMS EHARD OF7|EiX{ 9| Fof it 2t H 2o
If20|Ef (Parameter) 2| =5 3| 53 = UM, CHfot 2|Z{3t 7[HE X E3t0] XILZ R M3 SHAIAHRITH
CHEXQI LLMO| Al2l|2& GPT-3, GPT-4, PaLM 50| /OH, 0| & EMAZH XS xHESH0 g2
HO|E{2EE st&=l RHo|2tn 2M EICk £[A LLM 2292l GPT-4 Turbo [90, 92, 163]2t 2 (Google) 2
HMO|L| (Gemini [93, 94, 164, 165]) 52 &AM £Z0]| Sot= YT MH2t0|EE 2R3t AT o7]A
IHEt0|E s ALY AE HR0IAM CIO[EE Malg of #8&= 259 HIUCR, A &4 2ol Lol
~

EIAE O|0|E{ (MA, et& =2, YH|0|X|, AM O|C|0] 5)E 7|HIo 2 X|X3IEIC [6, 166, 167].
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(a) E2 o= Zotet = E29/ HuE et ot& . (b) Mt E2S U3 0|50 €835t= 2 ot

— =

0z

|J2 9] QEB|OBA|E REIO| SXFHFAI

AH S5 "e't.'_*’E*.QE MO LTHIO| X E 2{4 (Self-Supervised Learnlng [168, 169]) 7|'HS Gto| &=

7 =(Label) 10| ZEO| Ro|0[3t HHE XSO S&SIEE Sh= WAO|CL CHEMOZ
U EHO| UL thoLt EAS O0tAZ (Masking) Bt =, H EHZ 7|80 2 0| o|FsH= W0 'H2| AMZEIC.
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O|2{¢t LLMQ| &t& M- 2 0 F2 A2k 5

A 4H(Mixed-Precision Arithmetic), Ct &

42, 2 N2|0f| CHet @7 A2 TS =ORICH, EHAIMO| B X = 0f2{et IZH = ﬂfEHJIEﬂf I11|0|

Ct2l GPU SHAEO|A SAlof X2|g %EE A= ARSI 2751, =2 AL QAR 28l £~THof| A
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EZS 0|E5HH, ol 2HA, 12M, =2|X SEO| IfHS THXO R SISt QE|JAE a5 WAl 0
IHOM A AEH B4 HE S5 =0 WAE BHAES At g HEE o UA| EICH

OFEZER|2, 2 EHA0ME 2P AZE QER|TOAIE HAI2 S 2|2 SEBCt. O3 9bol| LIEk:t
AMEH QE JAE =2 A2 2t tHA0| M MME EES SA| CHS 0|50 Zest o3 BHoZ SEstrt
£ S UHOE AESH= 0|2t X = Aute| ZUH MetMut A2t S =0|X| o EHHE Hite| 7|3 E H|$HsHo]
B2 dhAlOf| HISH AITHX O 2 X2 £ 5 La|A| ghECt, o|2{8 HA MisAlo] Hlofol| = 2716tn, QER|I|A|E
AR SEoH HOA SHMHE Fofs| DS 20| Sh= DERC| ES MY 4 U7(0f kot A0 M4
oA Fe| 8= Lt

HHH, QE| I A[ES0| ItNCHFE A StAE Hetsty| 9 ot MO = ICho| LLM 2 IS AP
SH& S Bl &2 £F 9| 2uts| 53 (Generalization Capability) 2 2HEdH= A2 ME38}7| T $iCt, 0|2 S0

o 1l
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t
H|Z2AF(Zero-Shot) SE= EAF(Few-Shot) &4 24l [98, 175, 176]2 SdlA &l

o
Soll SR A{M HoIS Lidfetet DY HEo| It SH&50| QAL | Ao

o o oto| 7t ASUCRE OfF] =4
Ei23 (Downstream Task) 0l RHSHA| LSY &= AT oot OFHA| 2L E Litel 5H2 HEH XHHN
X2| 20t gof O[0|X| o, HIE|2 B, 2C|2 A2| 5l tishe Al AR 22 Ciefol LIZEE S8 20FZ LLM

H o
o| &E HeIE &Fdt= ol ZQ¢t 7|HE MI5kLL ALt

AL 2| AS) S M| S, LLMO| CHISH S8 200l ZHA| 2EEHAM, =2 2o
Mol AM zE2d 9 FeE ZHE siHZSH| flet & 7HK| 4l 7|=0] H|QH=[ALL HEZ KV 72 (Key-Value
Caching [66, 67, 88, 177])" =t “ZM 7|2t 44 (RAG, Retrieval-Augmented Generation [41, 42, 63])"
O|C}.
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WS FHEMCHED). CHA 28l QEHTAE FE0|M= 2t EZ2S dde oottt o1 EZSate| 2|8 Hh=
totd B0l 2| Mt Glo™ o2t 45
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XHAIE mistn =2 45 HA0| e = UACt a2Lt o218t HIO[E MES St AlLh ThA| &A= GPU H|22|
AI8YE &S| B7IAIZICHE THEO| e ilieh =ut0] QICt 2™ 37|, ™ E3 4, 12|10 FEO| SFH0| M2EKV
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(a) GPU H|2=|of FHal=l= (-2t &, (b) 2/ HIO|E{H[O] A HAH,

33 10| =2 %Xt 7|4,

+8E|X| = R E HIHSHA oHELL
BHHOf|, KV FHA0| AlAtm 248 Soiststy|
Model Hallucination) 2 &X|5t7| 25t
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O IJiX|1 e ezt
SEHO| M| ZXHSER] Q4AALE
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2fofl AEHSH HIEHS AT ARMOICE TRt LLM 9928 B rmgz X|2I8t7] oAl TOHHE, XX|S
QIEHUE 7| SS B XE510] 7147| 2H TS TAGH0 St Al 2l ar Lol 74719t Him2lS0| £2 Bate
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3. LLM 2t L5 7157 A|AH0f| A Cl|o]E{ MIE]
T2 QI EX]

il CIO|E{ MIEE 25 A|AE [187-189], 2 LT2|Z [190, 191], HIH 2 [192, 193] S CHYSH Al A2
CEN2[E £ JEE XEHOZ WHsH 2ACt J2{Lt LM 2R, E M =2 H22| 8l E4 2 Eilistn 0|2
Qlslf 7|ES| CHE Y2 EQt H| WM S mh HIO|EHIE] QIZ2tof| 2M O 2 2HE FC}. 0|2 F O &k A o[sHsH7|
2lsl], 2 HolME HAY 7|2HQl LLM 7HE0| CHE 714 7| A|AE! (Multi-Accelerator Systems) 2HE0IA] O{EH|
T D UEX| ATHE Z10|C} 0|0{ A, $ICHO| C|O|E{MIE{ 7t M 7HO| GPU = 7t47]48 &8317| 28l o™
OF7[EIN A Sl BE3t MEFZ REHSH T QU=X| EMTLCE

OX|ZtO 2 CPUSL GPUZt LHSHA E% =l (Tightly-Integrated) Ot7 [ElX 7} 7HX|= ZE2XQI SHAIE =9
SHCH O]2{$t CPU-GPU X E8 1XE= T |0|E1*1|E1°| S, R4M, G50l At 280 M2ko| M7=,
Ol Hef2 2=t 2 Al I3 Z2E9| QFAEE ZFA|717| fIsiAM= CPU, GPU, 22| U HERIA 724
QA ERIMOZ St& VIS E DESHE *E*74|7f LQsICH= M2 =9|g Zo|Ct,

31. L= 7157 AA-H0ML] LLM X3t = ItA|

S LLM2 1 RE7L X[$HOZ HX|HA, T GPUZI MIZ 7Hstt 2| 22kt HAl Ms59| $tA|E o|o|
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(a) Tto|Zafel HEst}, (b) BN EEs},

|02 12| EHATD| TS I8 Tfo|Ttol Hsiet HA RS 7Y,

ASE Zetstn QUCh FENS| AL EEot HE 2|0 Mt S A E 0] AUKITH O A= &M} (Forward
Pass)2t H™It(Backward Pass) THA|0A = 7 Zatet J2CIHAEE GPU 7Hof| wetsto] S7|ete BRIt
S| AOLIEZ CHS 7H457| A|ARI0IA GPU ZH 541 2H 3|

ULt [197-201]. £3|, JeC|HE S7|5t= 0 ¢
EE I3 B7MM71= A= & LA ULt [202-204].
ol2{et GPU 7t &4 2XIE silZ3st7| fldH, LLM &t&0i|A= o]0| mo|Z2t2l &t (Pipeline Parallelism) 5

HlA HESH (Tensor Parallelism) 2t 22 15 HE3} 7|'HE0| SQH SL*%-Eli'_ ALt [43, 45,170, 205, 206].
21 12a0]] =ASHEl AN, mo|xatel HEsh= DS o 74| it tHA|(Stage) = L1, 2t BHAIE 27|
CIE GPU 22 AHUM =XIH o2 X2|st= WAlO|Ct 0| Sl GPULE 7t47| 22 A XtYE9 22X E
SCH2R o= UX| T, 2F HLAE EEA| ZH0]| H|O|E 2| E40| EXHSIE = M2ttt H|0|H et S7|2t7t | F{X|X| g™
oto|Z2tQl {E (Pipeline Bubble)O|2t= RF A|ZH0] 2Astn M2I5H M5 XSS OF7 & 4= ULt [45, 170, 207-
209]. M2t GPUL| 28X E £0|7| ?ldiA= 0|22t H|0|E] w2t Efo|US MESHA EHSH= 20| SRS
LMo = mo|Zatol HEHSH= 2t thA|o| HAZHO| IR 310, thd GPUL| it SEZRX} X uidh= i 2 &0

=
RAMO 2 AE{M QUCt [28, 43, 170].

SHH, SlA] 28t Ipo| matel watsto] MO A, W B (Matrix Multiplication) 2 20| 727t 2 HlA
)

*f% 0l2] GPUOIA SA|0f| =338H= 2hAlo|ct a2l 12be 0]2{3 BN EHEst XS LIEFHCE, BN HH

|52 (All-Reduce), 2-AIH (All-Gather), 2|5A-AFHE{ (Reduce-Scatter) St Z2 Xst EA1 A
(Collective Communication Operations)2 Sl GPU Zt0l| 57+ &t 20E FI|HMO=E S7(3}8H=
GPU 7t 0| 581{0} Sh= C|0|E{7} DH L BiCHSC} [32, 210-215]. RE E41 HMOM GPU 2t S7|sH= 2ot
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(a) D=7t EEote| MY WAl (b) HE27t EE=te| S7|=t LU=,

-

|32 13| MoE #Z=E flst T=27} HE st
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MoE ME7t 2ES GPU ZHl| 241510 P45t Hish= HE Ho{ECt. IZ0f| LIEHL IR, MoE 71Z=0H| A 2}

o
GPUL JHETQI M2 Tt 2t 23510, ST 2 BIOJEI| 519 Tt choh SRl A

T o -Hd~ — — =
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(a) GPU 2t 7|, 7 HIE MALES ?let KV 714, (b) CHr=2 A 78] RAG.
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ofof thf FA| A AR H22| 22| SE oL S4 QMHI=E S0 S7HAI7|2 ATt [67, 226].
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(a) 27| LHat A7 LO0FR OFF [HIK. (b) HEAI HEZC= HZE GPU S2{AH.

|22 15| CHE 7H47] AlARIO| A3 Ueint AA|U0b2 &2 3 1 T,

0%
o TIr
>

&=
r=
o

S ooy M2 2 S Me|of 2 S MEx 7 E 7ISeIth REHIAE ==

|SSHXI2, EZ X2[Q M|etat 7|8t QU EE Etelths EXIE SAI0f 71,

f2tA HCiER! LLM =8 Y3258 2 1M 2 X2[otzH thed| e GPULT £ S80|LT =Ml St
7t57|E I15h= H20| OtL|2f, TA| of7 [EK =ZF0M T 22| A|E 712 (Memory Hierarchy), HE®3 /&
HYE, HA| L2td 7K M2k S5 ZEHHOZ AAGHOF oitt. £3| X, X2[E, H2e| 28E, 84 »E2d1t

Z2 Lt 45 XBE ©¥ | n2ots BaY S AEX S T2t &7t o SR3MXI= AI-O|CH

3.2. LKz 7K57| MARIS] 21 AUt AH| 202 OF7 Bl
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SZ0] HAIE Hugts

T2 "AF|LUH (Scale-up)” ot "AH YOI (Scale-out)” Q2 L0 XICt, Ci|O[E{MIE{ Q] AH A
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OfH|AlOf 7| =2 X E

LLM 2t X[ Zof Ci|O|E{HIE] OF7 [=IX 7t SEBH7| 0|0l =, Ol2gt 212t 21T HE Y48 EREZ ot= GPUS
It SUHQ 2 HoHHO|ACt D & 4= T}, J8{Lt 2|2 S0 RRQ| S& 7t 71511 HI0[H e 245| =0{LHH

M [173,194], 1%

Abch

|4 o

o
21},

& AEYS R70k= GPUS| =7t 7[ota+M L 2 S7t5t Q{Ct. HK0| 2[4 LLM £|Hzt 7|8 S

£ 14 XX H0|E wetnt X|£XQ1 /O Hlo|H 3/E HRE otCt[24, 28, 43, 45,170, 241-243].
HACH HO|E{MIE{ 0 M = O B2 GPUE 2 (Rack) Tl 2 LT HiX[ste] AlM 848 Scietsta, Sl
QHH|EE X|AS}SHH, ZAKQH|E(TCO, Total Cost of Ownership) S S = AEF0| EE218iX| 2 QIC} oS

F

=0{, NVIDIAE= 1Y GPU HiX|E ¢[d SHESI D flAo = HAIE MER LE fRE HMQHst 114 NVLink

i NVSwitch 215

=
%AIOH, @ Bels A 29 HEEE

HAEE 83 f01 HE $IEH 727H°I GPUE 2I&S HII %E. tod 1I0|E1*“E1 S0 HI-T'-Q

"ol_T'_ TCOE 7.:.*_+_AI7|E HEol Art.

AFUAS Tiao| XX o
HHE| HIERI HEES
S7|2tot gl %EEEﬂ

ZULOZ Lol 7147|8 sl W AAolee
S S¢ff GiZots YAJO|CE 2|2 LLM3} 20| Glo|Ef @3t
JOFRIBIN, 272 BAl0] Z2 40| TS HX| 2 ULk,

2| 20FR (Scale-out) OFF |EIA]: F7HE| HIERIA QUEIHO|A, HHH AH|ZO0MR 7o GAI2 0| M A2k Y
s

O| GPUZt Of3] 3 = L 20f| 24 Eit|= H|O[EfMIE +=Fo| 2 &E S 2o A&
FaT A 22|27t 7HSOtEE AH|YO0FR OF7|”IA = 2 NICIE RDMA 7[tHe

7o #= A8 & X|AsH= "&7E| (Long-Distance)” U ES3 I{E2|Z ALESICt [245 247] = 15b01|/\1
A
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EHE| HEYZ 7(gte] mfE2l2 Fojdt =atdn oM A =2 HY = Aggregate Bandwidth) &
MSoLR| 2, M2iet LE|EE etelth= THEO| ATt O] HER 3 HEE 9H‘I o= STt StESo 24,
YUt HE/I ZZEZ S 2TESH0] 78] S4e = Qls té“o?_ Ct. #HH2Z, H0|E{o| Z|Ze} Bl H2|Hs}
(Serialization/Deserialization), HE®3 T2EZ 2|, 12|10 AT EY|04 *’col ASEEOE Qlgl], ZILsHA|

ZEe StESof 7]l AAH| LY OFF =X of| HIBH S4l X|H0] 2% 10f71l St = gHofl §iCH[52, 53, 61]. 2t

Tt 24 AL AAR 2| Alofl= 0[2{8h A LA AH|UO0FR AfO[2] @51t 24 2te| HEQH(Trade-Off)
= S| Gokstn nefsh= 20| E4HO|ot.

SHH, il Al Q1 Z2t0l| A HEHRI CPUL ALY 3 AH|UOLR A|AR HEO0|A CHAE OFS 7157 A|ARIS
X|@sh= ol o{Ts| Mol dets *3”3._H1f. GPUZI &l ALt 2 S BEYStE S CPUE AAHRS @AAE
0|8 S +A5IH, GPU Zte| =73, HIO|H H& 8l HIESS QIEH0|A 22|E BEYTIT [210, 248-250].
ZHO = 2t GPU = GPU 22{AH = 5tLt 0|42 CPULE NICE 3y 714 @42 SEE[= WAIS BO|
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OfH|AlOf 7| =2 X E

|33 16] CiIo[HHES| ASH P2,

M0 ot AL AHHOIR F HHOM EF, HAHUE 2 7| EaM0IA HMAIE 24l R ARSHA X

I

= 2| (Disaggregation) & Felot = A== EMAUCE. J2{Lt CPUE HA QET0[A9 H2E| AEERE
22|SHHM GPU = JHE7(9 2 S8R = SAE T2NM dgs S3sl{0F S22, 2Tt S2|X Xt 22l=
b

HAXOZ O|F0f TIXO| giCt [251-254]. £[22| MY EREE= 2[5 &AM 0|0F7 [ AME T L= LH0f| A2
C< ?J”e'a%ﬂ%%*_’-‘_ f71|—f 2E thel= =Eksts AAE H—.“53'_ = f O[21¢t e E +=ZF0M2| SE M2

3.3. CH7= Al QIma}: 0|2 Sag of7|eX| 7|uke] AISH o]
E{HIE| 1

AR EH'H‘E E1IOIE1*1|E1= EFO*"FJ °Jﬂ§5 M1t 0|2 Qlel Hatsh= Qlmet R PAYE BREOE K 2|5H7|
2 | 162 CO|E{MIE{Q] | 74 CH2E O|E
x°*0f0=| 0H—f°| 2 XS HRITIKIE 2N dAIE= ABH X E HAEE TASt 5t QUL o 2= HFE D
HEI XHAES o3| AIZ2E LIF0] FUTSHH, 2 HE2 SR E A2(7HK| "= (Node)”, "3 (Rack)”, "E
(Row)” “Z(Floor)"” 12|10 2|ZXoZ "AE (Building)” THel2 MAISHe CFE 7t47| A|AEIS iR 2 HElZ2
B & QA BHC} [255-259)].
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o};|a|x1 [20, 21, 244, 262, 263]2 == TLAO| CHEXQ! Ci|A|2 E25t0], SiCH H|0|E{ MIE]

2 THHe= AHst Xt St NVIDIAS| 22 OF7|ElX = GPUY HBM [36-38, 264]

!

h"_ CPU-GPU 7t & &5 Z2I5t0] Hi=22| 22, GPU 2t 841, it ZFut AHE HI A S
|2l CHEX QI HIO|E{IE] OFF |EIX 2, X4 CHA 2 Al Q1 Z2to] 22|

HIMo|M S GPUS| FAIHRI AIE Soli 7H'E Of31E &1l= UAKXIT
Ateflofl =etSHR| 20 AIZY HO|E{HIE] OF7 |HIX Q] TEHH O|31E M| Sdth= ol AT

CHA Al QIZ2t AA 2| A2 AFZE|H, O|= MIF0jM = 2Lt 2itelEl F2X &S HIYQ = CHeh 47 B2

YAlS N5, ofo]| hE &FY Jtsd 3 M|ef =2is =2lstrt.

ELCZ

Y 3 £F JM: CPU-GPU 22| AIZN S8, M A8 XY,

ot

3, ®dli Al HIo[EfHIE{S] 7|2 74
Ol= CPU, GPU, M2, LIEX3 QIE{H|0| AT}t Setel SEAM AL FX|o|ot. O 17a=

r

1

FeEE A StEO{ZEM EZEE £ U= NVIDIAS| J2{|0jA S GB200 2& 7XE OAZ
S EH & £ AX0| 5tLte] GB200 EE2 72712 ZO1E E &ttt ARM 7|Et CPU 1712t GPU

2702 TMEH, DE LHo| CPUSH GPUE NVLink AE2 (C2C, Chip-to-Chip) QIE{H0|AS S5 102
HZEIC} [231, 232].

Zt GPU= 24192

GB 22to| MLHHE H22|(HBM3e) = LIRS Ao, GPUE A|TH 8TB/s2| 22|

9l =0
2 M3sto] 2 Al 22 ot 9l 2 I 20 Mot E 1A= 0f ULH[20, 21]. CPUE= Z|CH 480GB
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(a) NVSwitch& S%t L&

I'.R

Z. (b) ToR A9(X|E Stt 2| HE

|32118] GB200 7|dHte| 2 &= 1M,

HA

o| LPDDR5X DRAME Zt21 Q11 [265-267], NVLink C2C QIE{H0|AZ E3 GPUSLLS| HZ2| UM S
FX|SHHA 2f 900GB/s2| CHHZ O 2 EAISICE [37, 231, 232, 268-270]. 0] 1EH HAE E4 GB200 2=
LHE2| CPU2t GPUE LE +F0IM L2tEl SR o22| S7HS d-dettt.

ZI ARE L= Ho[HME 2[f2| HERD el & HES 28] 1ds NICS LZE ST 1
£ 2lsil NVIDIAS| 22 L= H|0|E] Z2AM|A S (DPU, Data Processing Unit [271, 272]) &£& #
(ConnectX) O{®E] [273, 274]7t I HAE|0] SIERO 7|8 HIERIR 7| 7142 XIS | tot.
2 L= 400-800Gb/s +=&F2| tHEEZ NMS5H=0| 2t === RDMAE S8l X X[H, 11 XH2|ZF H|O|E

7tsstct. oA ME ES2 HIO|HME &2 HELI0| &Y FHoSHH LT SSHAEH 2HE Ot}
QEtoto| EAE K2[E 4= QUL oS £0{ 12! 17b2t 20|, 8tLte] HEE == £ 72| GB200 2&(Z CPU
2712} GPU 47l) 2 EMe &~ O, 0|= N2 2 HiX|E 12{dlf 1U E.= 2U EHME=E M EICH[262, 263].

LIOt7t 2 £ OF7[EHIMO| M= 0]2{%t Ct4-9l HEE LCES A 12T HM E2AHE LML
121 18a= GB200 7|gte| CHEXQI 24 o7 |EI K 2 LIEHACE O] OFF|EIX oA = = E50]| NVLinkLt UALINk2}
e LR QAU E mHElIS Eoff Als HZEZICT LB OZ til 212 X|CH 367[2| GB200 EE2 XL ehst &~
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72 = A2, 0= HitHeH H|0|E weto] R7&|= 2 2E of 3 AAZH =20 Hefeh ALY EHQl”

= T2118b0jlM £ 4 AX0|, 24 L 2t == “2 MTH(ToR, Top of Rack)"2| HE| HIESRIZ AL(X|0
XY HZEICE ToR AQIX| [275-278]= & W ZE =9 EES AASIH 1M 2/& tHHES SA0
= 7 b

Plefg 4 QIES SHZECE 012 Sof o= 7t HIESIT E2)T 2|7t SO[SHK|T, HolS FAIS ZHASIE 4 lom,
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OfH|AlOf 7| =2 X E

(a) & +F 24, (b) 5 4F 74,

[3g19] € &1t 5 =& 74

HER 3 &H|ete| ¢ 3 ﬁ 2 MBStz & dA 9 ok 20| LHHE O[Tt 023 3= Amel-2| T
HIEYZ =0|M ZA AL|X|(Aggregation Switch [279, 280]) = 2| AQ|X|(Leaf Switch [281-284])
ol HEEH, A3 ﬁ gesizt Az, s szt FSSHAl SHCE CHA] 28 ToR A%(Xl=
o LR o EAIE TAISH= SAlol|, CIOIEMIE] TA| HIEXAte| HE|X| e AT = = UCEH NVLInket
2 LR QIEFHHUES} ToR A2|X|E S¢t 2| HERT AA Zet2, 2o Al ol=aet Aol M GPU Msxt

-

42 A SFAI7|= e FXOIA 29| SHAIE 7IMEtE= 28 84-0(7| = SiCt,

kal
mjo
N

N

Job
0?,'. r|o

I.

ol

& . olmat =hak,  FCH H|O|EMIE OF7 |BliX = et oz ol AR '“-—'.*(Compute Rack)
2 7He| & thel2 785t 2F E Lol M ElSh= C|O0|E E2iTE TAISHD 2t
(Network Rack)"2 st & Lio]| HiX|St= HAIQ 2 0| RO ZICE HIE %ﬂ E—“.
|X| E£= ALIOI-2|T 9| AQIX|EE PME|H, TORARXIELD
= (Backbone)2 &-ddt= Of| AFR-EIC
= O[22 BT GIO|E{ MIE{Q| B BHR| CHE 7157 A|AH LM A2 N, S| ZFE 20| %M g E
ELto|Eul 7|gte] 14 ARQ{X|E SOl IESR D 2t AZE X5 HOECH [285, 286]. 20|
7_| H2 o:IE.I 7HO| EIIE 9-IJIE EHOE __l.l.A'IElD:' 7F H [_H_l?l_'— |:_|-AO| 5'-|JIE h:E':% EQEHZF.
L} QFEHO| @X[SF ME HERZ A2 2= HFE 3 7HO|0|E EiT|el A A 2tRES +&5
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OfH|AlOf 7| =2 X E

HEIT 8 PEE ClOJEME] 2 F8 4T SIS ShEcte o RTNOR UM ULt

0[2{3t ¥ EH9|o] S REE O|HIZI| leErts QYT 2oj2ts QRS § TS 7147| AIAY 728 BEst0]
HIO|E{MEIS T Asts o B2 =20] SIQICk SHXIBH LLMTE 22 2 3t HolES K2lehs ol LojM 212
2% SFUAE GPU 2t B4 5713t Soi| Lt XX $24S BHE0iLD ULk 53], %M AZE GPU 2
SIEs S7|5t @72 15 GPU ZEE0| 37| Xfoke 4 200, olof w2t & £Z0AS] T2 olmat H7f2
ChR2 Al YIREQ| SHEMT M52 BI 4 UEE HS Z8HOR T LAY} QL. £ J|E HINoIKE
ST AA|LOIR PAR TRIE T Ul B LIRS B 7 SA BEC| FRMS YTOIN, HF A AY TES Sof

0| O 7HME TtsdS &M RAISLIAL Stk

o

= 20X = odX Al 1 Z2t0f| M AH[ZOER FAIC = 22|&|=

7 L d
EMo| M8 ZXsIH, S 0[2{3t TXE AAYY YAOR Hetsto Iy
%7b80l M5 SA0| THSEHS HIAlSHTE

OHH, C|O|E{ MIE] QlZet &HEUM= B +ZEUM & +ZELZ2| Hato| X tHA|o|Ct, E LR 2[Hst= &

£ OF7 I 2 AIA R HZE|0{0f BTt UYHO R & 27 OF|EiA = 0f2{ JHo| TS 12| (Grid) Hel=
HiZoto] B7t AT H 7t B2 EAS SA0| L 4+ ATE MAEIC [256, 290]. THEHOR, siLto)
52 wE 207014 30719 oz PAHE of2] B2 BEID, ol HHIHOZ 44 Jo| Y ST B2t
T2 FRECE 12 19bk 023t 5 EH9l THS AIZEOR Lkl A0, I 7t AlS 91F 7XE Zxst
£ 25 oo|e| S Xl BRE THssP s viK|9| oS RoEL

t.

Ol B o| #R0ME= 22 37t 74, E230l & 7t HES3 HZ, J2|1 Qlmeto| Mutdol HiAX 2t2|7t
Ol ZRSICE Eoh AMBE|= QIHAHEE 9l HESIT 7|&2 E40 2 AAHUY 3 A U0 =o|Qle] A
2= 27H O|F0{MOof otCt. HIO|E{ME{2| SIEYH A Ed4F E ZH(Inter-Row) 2 & LH (Intra-Row) S4I2
HHO|H BIHSHA| 2 lish=0| Ol= GPU X 7|Et 7H&719| HE X2| S|t H=22| M2 Al 22Tt H|O[E wet
S0| == & the| LHoflA O|F0{X|7| miZo|Ct. J2{L} #ixH= CHEE2| o|2{3t & the| S410] AH|L0| Of!
AA|YOLR QIS Sdll O|F0{A, CIO|E 0|S Al MTHH O Z £2 H|E2 RS UL RE|= &= ALY
OF7 |2 7HME Eoll & L I & 2t AAS MX|AH 0L S40| 7HsSHA| Sh= Chet Makg =ofd Z1o|ct

0|2t HE0], N1UE HFE O Wist= 2 2o 22(sty| oot ng & 22| 3 1 2Hf 24
A ZRICE o|ZACH, AA| H2h 28l & K| (Liquid-Cooling Distribution Units [291, 292])Lt M2 2Hl ZHX|
(Power Distribution Units [260, 293, 294])= & 0tHQl & 2A2 Edf A|AHIS| oFHE 0l 2 SHAS KX

St M5 XMotE WX|oh= ol 2EEQl S oIt O|2{et A M2 SSHOE U2 Al olXate]| AMz|dut
2EHE gH5Y| QI8 B 24 F SHLto|Ct,

UE £ZF0| 8 Al LM A gREo| 2hE, 12 20a0(|M LIEHH AXE, 212 & (Building-
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(a) Z= =& 74.

OfH|AlOf 7| =2 X E

(b) ClIO|E{HIE{ 2| CHEHA| ATQl-2| T EZZX].

3% 20] A= & 742t TA| Clo[EHE EE=X|.

Level) o g2 Al
h
—_

ot CHoil 25t

S CIo[E{HIE] OFF|HIX 0N £ &2 AZE FE5IH, 0] S2 4= HESI0 TN
GPU XIS stLto| i Al @lZ2tz Seldoh= AS Qlofeitt. 2t E2 LA o7 2oz

—TWEII'_ 0|F AIB2 otLtel SEE! HIo[EME A|lAROZ 2FEICE

olz{%t e

At
—
0|5, HIERIZ =31

P 2 Zoil ¢
GPU 22{2HE Z7E| HERIZ 7|2 HZYCEMN A= TM +=Z0|M GPU XHHE =2|X2 SElstn

QIC} [295-297].

riot

FEolME EE B2 52 GPUZ O3] B0l 2X HiXI=E2, XH3 2Eol ety HIoIH
St 2 oHH|7F SEHEICE ol 7Ach eite ti# 2 HH XM= of

J2LE AS TRl 2 QRS S EBHH, B9 AIS (5, 3, B)0M = LS| IUT MZ2 ZH|S0| it
o

0|9f SAlof, HH
%Eﬂ 71"'01| [Ehj-f

SHo =z 2ls M2 HEejo| HESR|S X[H1 =& (Congestion) 0| £7}5tH, 0= GPU2
0 a

C} [34, 255, 298]. M2t Lutxo=z
= WHEZ|(Fat-Tree) OI7[EHIXQt 22 AZSH
2 etetsll, =&2 X o = 2|3t 20b

2Hl, € 2tA X0 (Thermal Regulation), Z0H 51 M (Fault Tolerance) 52| 2% EXlT
Ef LMo = WHSHo] Ho|HME 2Fe S&EE S S7IAZICt [299, 300]. O|2{%t
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OfH|AlOf 7| =2 X E

(a) StO|THAA|L2{E O|= LY Ci|o|E{MIE] HE, (b) StO|HAAH 22 E TA| HIO|E{HIE =,

|38 21| Sto|HAH &2{2| HIO|EHMIE] 7.

HENE ML 2A7F @7 EICE. Ofof M= o= MMOof| M =CF XpM|S| CHE ol FolCt.

w3, of2 712
871 =0, ol= ch?

—

ChR|o| X S0| At Stte| A F & QT2 (Campus-Scale Infrastructure) & A
2 HIO|E{ MIE] HHX|S ZtsotA| STt Ol 21a2t 21be 010|224 T E (Microsoft), HIE}

Meta), T#=(Google), OtOFE (Amazon) & F2 I0|IHAAH Y2 (Hyperscaler) 7t 250t H|O|EHIE{ S| 22}

SHE AZHOE LIEHHCE O|F 7| Al 12t 22| 50| CHSSH7| {IsH HIO|HMEHE wEHAH 2Hatsta
QIOM, O|2{3t S MA| AR} £ L Futof Feke =1 UL},
22l 21aE 0|7 Lol 2 S0|74Lt 2027 AMX| 2t30] of @&l 2t 7|2 Ho|E{ e X HAM S Ho{ &L}

[301]. 28! 21b= 2t 70| XtA| 7|20 2t Mol gt H|0|EMIE{Q| JH4~E H| WSt Zd0|Ct [302-306].
7|¢E Qlmet # 2= CSot ZCh HIEFS| HIO|E{MIE] MA| BX| HEL2 oF 42002t m? 2, 0l EE Z31&
ok 5 3007Hof| SHESICE O0|AZATEE= M MAIXCZ 2F 400712 HIO|E{MEIE Y 0|0, OOtE (AWS)
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| Al 1227} 71 ®|2Fat 7 x|

23 oM SHA|: GPU HESI7I 22X O R AHot HIE. XIZTHK| LE EHR|0M HE 27K =& JHset
2l 7|9t AIEH C|O|E{MIE] OF7 |RIK E Sl =M0|M =2t 72| GPUE S&dh= 72 H 2Ed S AT{E/ULE
2{L} O] &2 Of7[HIM & Mol S 76+, GPU= O{X5| HZ2| Motat AKX E4l QH|EE Qlsl

Hor it - EHSEICL
A =2| gk Het 20|, ?ifie| LLM I 2= O{HIM HIZHL| B0 M85 = 2 S7F ¢Eli(Intermediate
State), g3zt J2|0 2 mi2t0|Ee| 22 QI8 1 H|0|E| AfO[=7} Y GPUL| H|2E2[7t +8Y £ U=
AF ALk (Partitioning) O] E~XO[X| 2t O|2{et HEH S} uig

S22 JH6] HOJMLY, 2| T4 GPUOY ZAl 24t ¢
OIME GPU 2ol 57|12t 3 S41 Q8|S 12|1 20| BT 22 F93% A5 Edjo|Seyt BHKoR
SrsiC)

o€ =01, 22 HESH( Model Parallelism)= 22 Df2H0|HE {2 GPUO| 24510 |22 8 25 EXIE of
= UX|ZH GPU 7H EIHSE 372t 2ol M 2 23| =S L HAZICt HHH H|0|E HE 2} (Data Parallelism)
2t GPUO| 22S =H(StD HiX| THele] HE X2[E - SHK| T All-Reduce?t Z2 EE S7(2t At IE0]|
2HEE0| 0|EHO=Z Xt 35-40% =0 HFEEC}t [307-312].
Z|AS0| mto| T2l HEsto| AL DES of2] GPUO| AIZHOZ BEatsto] Me|stozM o 2 BHS
7(I‘F_ AE ZHOI0o|E ME 1PH0|M Yish= mho|Zatel HEZ 218 GPU /5 A|ZH0| LIEHLIH, GPU
+Z=ORE NISHEICH [28, 45,170, 207, 313]. 0|2{%t $HAIE 2 5517| fiot Cist HEs 7|'HE
= E‘é‘% o} (Hybrid Parallelism) BHAI = KOt} OLE CHE GPU &Z0[A LIEHLH= 2EA S4
25t ULt
H=0| £ SHEY0f OFF |EllA o L™= S5t TS| EXSCH= o[t 1
ZH=l HBM3eQ| H|22| 82 88 CPU-GPU 2 & M|t Z2 SIEY o HAl2
St FA| M2 S7HAZE = AT 2EHQ 573 2HE|=t o22| 2t2(Q
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GPU 3} 7|10] 717l S41 QM= S73t 2 7ot AEN KOH2 HRZ A
QIIEto| M A Xste} OF B WS 9IeH HHEA| SHZE/0foF Sit,

=
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ofH|A[OF 7| & 2| 2 E

0t IHel L EE ZhE Tt OB MIE] MUt X[ 22, &2l RUM, 2 224 HollM B XX
X1|9F% EaqHCt,
AHECIE S HE2 it HESS, 22| Xt 7Hol| 201 ' &~ gl= Z2ef40| 22X o= EXStE 2 (Rigid
Resource Coupling), Zt AHE SEAMOE 2 &st= o] et fHM0| 25| MgHECE a2 Al 220
Me olet 22 Ze X7t F 71K 2282l ZHE M At ZICH Hm|, & 7F 4 2H3|= (Inter-Node
Communication Overhead) 2| M&H Z7}0|C}. 2t CHE Eoto| H|o[H uet 3 S7(|2HE
o Ero| HEYI AZES HRESIEE H z U 2F X[H3F S7[t A[ZHO]
21215| SOjLiA| gt ZuXo = LLM| &5 A FEN 242 84l 3 M5 XSt e = gtoj|
aiCk.

=, 1™ = CPU:GPU H|Z(0ll: GB200/3002| Z2 1CPU: 2 GPU)2 2lZ2t 27t HESZE CPU XHAQ
ot T =H[X|'d (Over-Provisioning) 2 Xelidh= HEEHE A EICH #X LLM 24 HAte| THREO|
GPU Z¢2Z O|F0{F0f [}, CPU= HTHHECZE RF HEZ EHe= AlZH0| BOFM XHO0] EH|=[ 11 H|&E0|
RIAAEA &5 4= 5fof iCt olek &, 2F LEo| S2|Me2 1™ E H22| HiQlE (Binding) 2, HIZ22] 1
XAt = &S| HHREZE L EE FI15HH H22| 82 08 4~ §lo| H||X 22 FIfsHjof oict. ol= 53
HIAZE0M = 22| HH|E o7 |8t CHE ZR0l= HI22| 7t £F510 22 I 7|L} HiX| AtO|=(Batch Size)
E Hietsts agg BHEA| EIC)

OIX|Z2 2, CPU-GPU 88 2E2 FX|24 X 120|= aHgol|lM o2fst Hofs %‘95’“1} 2= U sttel
M QA0 ZE0| WASHH M| DES wH[HOF S22, A|AE CRER! (Downtime) 0| B7t¢tct.
TSt CPUSH GPUE MEX 2= Y8|0|=E35h= 20| o{F 7| wh=ol, 2|4 7|& ZIEE t—’—.ﬁ*l 5| gE0,
Ol= AJAHE! TIEM (Agility) ot $iCHSE £ =5 HO{EC2ICt,

[n

}a
i
|
Hu
[n
=2
o

> B
F|0
E

NVIDIAS| E212l o7 |EliX{ 2} Z+2 CPU-GPU £¢8 B E2| XX . 2 X |22 Al
olZatol Al CPU, GPU, HZ2| WEY3 XIS REFHOZ da|1 =Mooz
_ll'él-‘éé A OII_ IXRZ FAMA ST M|jorstS HoE=C}

o 2=0| it Al 2 Z2to] st 2tE Jhseot X @78
Fo| 2O ZEL. [h2tA O|2{et HF S oliZ5H7| fId e H0|E{HE
OF7|EliX= CPU, GPU, 0|2 2|, |-1| A XS ZEHOE, 02|10 SEHOZ e = A= FRE MEAH =0
Of StCt. AHAS 2[5t Fddts 2 LAITo| i ol Zat SHF0M &fed, 2T Y, At 28 AXE

SAlof Edg = A= HZEEQI SHEMO| & 20|Cf [251-254, 314].
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4. Cigot 8= XH XS flet CXL 7|0 2

o
=g O7|HIA

oithol Al RIZ2t7H S A0 2245HoF Sh= s XIEE 7 2201 LIEFARACE. of7|0ll= AHAE K22 (Compu-
tational Throughput), 22 37|(Model Size), HI22| CHHZE (Memory Bandwidth), HIZ 2| &2F(Memory
Capacity), HIEE® 3 tHEZE (Network Bandwidth), X[ 2IZEE (Latency Sensitivity), A| A|AR <tzHAd
(System Scalability) 0| ZEHEICE. O|2{3t M5 X|H| ATHA ZQET = AH|A A|LIZ| 20T CHEA| LIEHLEY | THE

3% 22] MH|A ALE[RE 45 X7 HUH SRk
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OfH|AlOf 7| =2 X E

of, Al Qlzatoll CHEt PAHIMQI A2 Y I RE EMo| M2t SHOR Hate £ USS & 4 UCH[315-319].

2 HojlM=LLM &5 [7, 8, 320], LLM =2 tHA|e] “APH xhZ (Prefill)” % CI2E (Decode) [159, 321, 322],
RAG ¥32E [64, 323, 324]2t 20| MZ FEHE|= Al YIEE ALIZ|RE AN A0t Ms XE F MELCHE
Aoz BHoiEN 1 0|RE EAIBIECE 0|2t 242 T OFF[EX T140] 2E MH|A ALIZ[20|M 275h=

CHSt &5 XIEE SAlof 2 Fatet 4 giCh= ME H0{ZE 20|Ct 0|2t 20| CHXHXO0|H X|EX O R XIStst=
Ms 2T SS ZstHHH, gt HZ2E|, HEYD S TR XHS SEHEHOR X 7tstt Z5H HAEXE O ||
X7F Ha=Ho|Ct

2 HOM= HAEE AT A &3 (CXL, Compute Express Link)E Sdff 0|2{3t 2XH|E RN OZ siZe
£ ASS CRHOZ BMSIT HO{F 10X} oict, 7|2EHMO 2 CXL2 X9 E2|X 22| (Disaggregation) 2t X
A (Dynamic Composability) 2 X|@/st0], 2t Al YIZE EH0f| 2=0{ 21zt Xt2lS FAHSHA A5t
gEXNo=E shEd 4 ot

O] MMOjM= 24 BiCH Al QII2t7t ZHS CHYot Hs QAR 2HHE 228 =™ IHHSS =2ttt
0[0fA] CXL Atke| & ut HiZAX|Al J2|1 1 o7 [HMH 9f

s
HIMA o|0|E 2MotH, 0| S S3f| Lot Al Y3 =259 R+
UZAT|= SEE 220} DX ZE, 62 YAZRE ALIZ[L0M 85 KRS
A7t CXL 7|gte| E2f|o| CIXtQlat 2 OfF [HIN E H|etett

—_

41. AIR3ZC EQ0| UE d=5 X &E 27 2 7|E o7 [HA{2] stA|

ol Al QIZ2f7E SAof| X380 ot= Y& 7K 95 X EE F
OjXl= 452 7|AeE Y22 S0 wer (1) Sk M2, (2 C

02|31 (4) XA 2FY S Ul 7HK| £ OF2= L0 2FSIALE = oM 2 380| 7|Ashs |32EE
AHok= O ACM Al SReHK| LOotE 1, 7|Z9| H|O|E{HIE] OFF =X QIZEL7} O|XE M2 2HS| AZEE o
45 XHSS S0l 2| H21517] 0{242 0|/ of| thish 248l =Lt

o

Al IZEtof| M= A S8t AIZ =0 M2t Q6= X[H7F E5F HEtX|7| w20
ofLtel =Ml Esf ZRILt 7t&57] EAI2 0|8 2+ 2HESHY| O &Lt

Of
ot
N

OF
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o4 X{2|2F (Computational throughput). LLM2 SE%H B30} 246 Aot M52 at-
SuHolofl M S~M Il mEt0|H 2 O|R0{Zl 1fR 2 2 ATV|E
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o
mun rio

ol 17| ofzf2 BES Q0| BA|S 0|23 2UH Xfo|2 HIHOE TAY 4 o,

)
15 FE(Advanced Reasoning) 1t &F4HEl 22 O[3l (Improved Context Comprehension)2t 22
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OfH|AlOf 7| =2 X E

(a) 85 XIE 2t &5 24 (b) 85 X|E 7+ &= Al

|08 23] ds K& 2F &5 212 T oAl

(Emergent) =2 LIEIHALC], 6|E S0 MoE 7128 MBSt 2E2 2} i E20| et EF W27 HIERIE
MEHX o= Sdolsto] Di2f|E 8 & X M +E22MX| S7HA7|1, REo| T 455 I gdeitt

O[2{¢t O 72 Ytheh 20| B TRFS SAAXIQ! AlZE LHOi| 2[5} | -rIOHHE AL X2[Z0| iR SRst1, ol2 st
2 S NE|ZE ¥Y| fIdiM= =K 7l 0|4e] GPUE O|8¢h HE XE|7F 2K O|CE T2 L A 3.4Z0]A
=2l &11 , HiE GPU S2{AH 2 Al 2dsh= giHeh 7|t O|HIE=E 22X =2 HHE 4= gitt 55
J2HC|AE EA 3 MoE 7= E/2| MEIHHIES D &8st S +8sh= O] 2dish= TEA ALt oM GPU
=2 t'._lEP-I S712t7r ERsttt. of2{et EHefHel et S4 HEH2 HEXI WHE =28 IH S7HAH 2HH
oz g5 H=S Xeloit}. ZUHOZ S7(stz 2lot QU= HERIS 2T = 218 K| GPU 2882 0|2
Moz 2y 7hstt 2|t gsof Htol| = 0X[X| Zdt= +=F0i| 2Tt [28, 99, 100, 170, 207, 309, 325, 326].

22| 223t (fH = (Memory capacity and bandwidth). 022| 2ZFo CHHE £5F HA MHa|2F 22X
A EQ% O QA0|Xt H5 QQI0|Ct %[ZQ| 2 LLM2 22 mj2t0|E 3 7t 243t (Intermediate
Activation) 2| =7} =0l M =M T A2 E SIISHHA, 5 2ol Eeot HEE2| 20| =8 E|2tH|o|
EE HojulCh AH| ot etZollM= 22 oH2to|E{ 8 ofL |2} 0|23t Z7F &M%zt SE[0H0|X A (Optimizer
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ZEE2{7t CPU M7 |X| LHF0]| 2125 SE=[0] o], HIZE| EF
E7tS3IAL. SHo = Hot= fIA2E0| UEH HIo[H 27| W IHE S 20X 2 8511

Xtele] 22|: CXL1.0. UM =03t 2HEtM

o,

e
%
p=
%
or
Ho
=
FLIIIIJ

g Z5t7| 218, CXL2|
T}, HEHQ ARE FZ0M = HIZ2
o 221X 22|7t A9

I.

1o ot Ho
4>
$

_n_ _|_'_
0z
o
I~
=
H
o
_>'-|_
Fﬂﬁ

L 7|- E;loiol-

I

H=2| Xel 8 E £0|0{, TCOE &AAA|7|7| 26 CPUS H|Z22| XH el 22X 22|= EXo|ct J2Lt
7|Z HFE 72| oA = Qloh X[Z7HX| BB MIE{= 2 RDMA 7|=& 8510 HZE|E =2|H2 22|

Ot

1

L3
1>

o
Ze ey

o= J o
Rl
i}

X
ot

Ch= ._f’é.*

%
CXLO EZEZE

(o]
stod 71= 9.:*% B TEE HeIs7| /8t ROMALHCHE J|EF AT ER0f @A) —E%’&*..O_l

T2l 240]| LIEP Zi%

Q
QA= QI E (Endpoint) 2t E2|= DRAM & FIELE E4 H|22| | HE{Z

2 StE0] 7z RAY2 MSSHA| 2, 2SHH| Aot

2, AZEL0{9] X|HS 2Ot 03] HLEK|S0| SF3= Y4AIS MEUSHZCH [79, 328-331]. 0[2{et RDMA

12t HO|E = &st 3 H=]Est, S M2

~
{0 RHEI=7t 27HLSH ds St 21, 711 H|ofE o|Sat 22| = sl LK 227t

e

IHHo| A= M2 HEESE CPUZRRE S| 8l =2|Hoz ATs| Z2|g += UATE
A
=

20| HHilor04 OIE
U= SIRUCE CXL

M, CXL2 H22| HEEHE CPU I7|X| LHE 7t of

i

[y
DTEEEQ EMOE Qo StEQ0 71X Hal 7tsd R0 H|22| X2 MSEQl CPUL| Mol A BlojLt =
20|11 £t 7hstt el = HE 2| XHl 22[7t 7ksSH Rt £35] CXL2 7|E PClI LA DA (PCle, Peripheral
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[E 1] CXL HTE Hlw 24,
Ils CXL1.0 CXL 2.0 CXL 3.0
Ao 23 & (GTs) 32 32 64
68HIO|E Zal (up to 32 GT's) v v v
256HI0|E Z3! (up to 64 GT's) - - v
H2z| HAES 22 v v v
22| =hE v v v
o2z =2 - v v
mze2l 3 - - v
Tl 71|* A2 - v v
CHEHA| A9)E - - v
AZ 7|¢t 2t (HBR) - v v
IE 7|gt 2t2E (PBR) - - v
FEHI XY - v v
RE ZEY A 7t&7| 1 1 256
ZE TEC XCH H2 2] ZHE K| 1 256 4096
tH-Ql2|H|o|- M - - v
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EN il 2019 2020 2022-23
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|38 25] 2F HZ0||A CHEbA| AIETXIS] CXL 2 0h.

SAEE LI R AERQIESE AME 2ol =1 H 2
(P2P, Point-to-Point) A& 2Al0f| A 2HstHH HEd HEg iil'PS*.QE oH_._%* = °'71| EI‘RiEf
LI ™Mo = CXL 2.0 A9|A|= TCSZo| 3= Ak} (Crossbar) OFF |EIX S AF23I0], HZE of2] A= ZOIEQ}
%—IrE £ Zhe| Uzt M2 2| EZHHM (Transaction) 2 2FREE 4 QUL 0|2 SIER0] SAIQ| 22| Uzt
HiAlS 22| 9|2 H|22|0| HZ28H= O 7|1Z RDMA HEQS 7|2te| A viAlof| A LIEHGHEH AT E Q0]
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HA7} 2= SEMo| oA E Hojde &
HEGHH XH TEH|XE S thedtota, AEEQIE FH Q| HtolA HZ2| ZX|Q EEeS HuH XtREA ST
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gL} o|2{et Mo EFot, CXL 2.02 HHY| 2 AAR A=S X[J5H= O Mot RAF T
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3 FX[e= &Pt K0|7F AACE. L, THE7|(Type 1 2 FR]) o] B Al L2EE RXISH | #I8f ZES ot
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T2l M2e| ety fAlQ 22 FIHEel 7|s gHs UE0 e ol Sa¢t 7|7t =t
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7|& CXL 2.00]| 7%l &k Mol BHAIE 28617| 2l FxH o2 W2 HOlE ULt E9, thA2
Clo|E{MIE{et 1Ms ARE S AXXE O [HIM e M Bl Xt SR7t 7tssteE 22Xl
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E|Z H* (Adaptive Eviction Policy) 52 & £3], diM 8 LAS AESH= LLMS| =2 2Hdof|l M
X3 H2Sh= OEIM FHAIE 71457 7k R0l SH =2 HHII3P Msn Mz|Zs I3A ga4Y S UL
7t57| XHQ| 2EXQI 2| S A|AH! MHM|Q| M52 XS SR RA0|C) 7|E GPU-CPU &8 o7 |E
Ne Hatnt 0| 22| 2 LESHA Zesto] CHst QT2 E SHAH0M 7H4 7|2 284S HStsh= 27 BCt hH,
CXL 7|8t HEXE O [HIM = XH{E SEAMo=E 2 &5l SHOZE M7PdY £ A28 Halst= I32E
Q70 WEH tHSe = ULt 0| THXNOE HHstHH YIAREE AR ZLEHES D, XtAS 0|2
Ol =510 ZESHH, 2 M&20] w2t 71457 E EEX R HiX|Sh= ATESR0] a3 f
HEH XS Y = Us 7150, SHEHO| IHAS HUSHA ZF-st 7t

Jl&E "aFo|ch,

HZ22|et 7t&7| RHHS e 2elstaE 7| Ze] HAl LA BlolL S TS Y ZLET T35t
2o £ QCh CXL 7|2te] HEXE AA-OM = XH22| AHEE0| SHOZ HoPSIE 2, MAZICZ A|AH
HEE +HSID 452 SMo0] 2Rt ZXE ASQZ +AT = A0{OF BICL OIS S0, HAIZICZ #F £
HIO|HE =Hstn (Telemetry), FHA| 22tA EI1IEEI°| REYS HASHH, Xt 2ol X|Hnt At 7F At dEE
Xt XAts2= EXME siBst= 7|50| ACHH FIHHC = 55 SFHAZE &= UAS AO|T,. Dl2iol= 23t
StEat 22 15 7|£S 0IE510 At HiX|2t AHE S £ Heldtl EXIE o|Fote] D2 ChEE = A= 2T ES0f
T2 Y 27t CK SRE A0|Ct of2{et YME 7|52 Al FIZZE0|M 2iZet X|H EXIE SHZSHH A|ARS
St 22dS 3 = 5 UAS A= 7|HECt

5.2. AI{3ZEE giet CXL el=e}: HFH Atz |

UM AJHE CXLO| O|2HQl HHEES HIEOE, 2 oM M| Z2EEHY A|ARS FHsI0{ CXL 7|4t
HEXNE Qlmetrt M| 2ol HotLt ZaMQIX|E HIKsHICE £3], RAG, Graph-RAG, Eaid &8 =2
(DLRM), MPI 7|t} 18t HEEl S CHEXQI Al 8 HPC Y22 EE Melsto] 7| ofF =K CHH| CXL2| AEIHel
Ms o™ =elsIACt

A Zah AEXE CXL Z2h= 7|E RDMA A[ARI0f| M BIFHS| LIEHLH= 71 K|, B=SHH|O[E 0|& 2HS=
HZgXol H2e| 22 EXE SHNMOR sf&st= o2 LIEtRICE O3l 312 2 HojlM A7HE Y3 2CEE
AYS Solf 7| OF7|=IA] CHH| CXL 7|8t A|ARIO0| YOt} ME50| FAE=X|E Qs A0|Ch. FHHCZ, LLM
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OfH|AlOf 7| =2 X E

021 31| M5 &Akk| 29k RAG, Graph-RAG, DLRM, J2|1 MPI.

o

7t ZetEl RAG U Graph-RAG 7|t Al ZiA 9| SZ=0| Al A|ZH0| 7|Z CHH| 5H 0|4 BHSE|}SM, CIOE 0|5
QLU= X|CH 21.18H7kK] ZHASHRAICE IHE SAIS| DLRM ¥IAZE= F2 AMal A|ZH0| 2F 3,328 FAME|Y

HIM £7(ot S 2,718 EELFLCE ESH MPIZ|HEe| HPC OiZE|AH|0[ M0l M CXLS 2H HZ22| SRE A
AlZtol of 1.88H [ 1, 4 LHH| == £|tf 5.028] ZASHACE.

O|= ote| HoM= HALZ ATHE CXL Z2EEIY Ay 20| ATt Ciefet I 2E HIt AL2[29F O
45 NS FHNC 2 AFolTt, Lot o|2{et Yot ZtE HIEQ 2 CXL 7|2t Al Cl|O[E{HIEf BAIE 2l SHHZQl
OF7 [HIME A[AFE 1t HEXQl AA &Y S =2loi=Ct.

nz

2 CXL OF7[EIKE WIIst7| 9IoH CXL 3.0 BEES Z40H= AN| AAH TZEERIS
TESIUCE 2 32adt 32b= 2 A0l A2 A2[2 HB(Silicon-Proven) CXL

™ 242t LIEPH Z0|Ct o] MY 2tZ0M = GPU ARE B9 AXXE HZ2| =&
K| EEZX|2 HESICE HZ2]| 2HaE X2 AQ|X|= HFE CXL SR ABHS ALES|
M, GPU2t CPU E= XHA| 7ot CXL SIERIE FE ZE Sl ¢l
AF2 CXL 3.0 33 GPU % CPU7I gioE2 QZAA Vortex GPU
Ol0| 220 |HKE AHESHY] XHA| 7HRSH CXL ZAEES 7|58 Xt
CPU ZZEEIUS Z+ZF O3l 32¢2t 32d0A & & ULt

X

[m e oot
Ot
>
o
riot
oY

n oM m>

r d0 ox

CHOlE HI A EF ESHSIHC} SIxY

[361, 362]2 RISC-V CPU [363, 364]
Bl-EE A140|-0=||:|- OIE'I}” AI‘IEl GPUQl-

(@) CXLIPs.  (b) AX| A|AE TREELQ!. (c) CXL GPU. (d) CXL CPU.

|38 32| ME& CXL3.0 zet B 7 elmet £k,
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OfH|AlOf 7| =2 X E

FHE HZ2E RE2 A L2EE RAISHH SHLZ 7Y 7hstt HI2E| 22 YHst, GPU HFE &=

olHl= B9 NUMA [365-367] TH[QICZ BA|E|=2 FME[ACE Ol2{¢t AE

CPU 3&9| 22|

EEII2 ZESE QEAA CPU % GPU HA|1E 7|80 = X|T 227
IP= CH¥ot METHE|| GPU, NPU, HI22| =& X St S8t 7hss
L=

HEXNE 2 HEH GPU =E=
Ze|Lt RDMA Z2E = gl0|= 37 HZ2[0f 21 H2E & AL 2 AF0M A8t B2
et CXL ZIEE2] U 5= AR
t.

S35t O] [P ChQFst FHA| U AIAE

f
tC

HA QIEJH|0| A X|ISHH 7|ZE StEY0 ZHZF0l| A SEE - UL

RAG 28 Alzll: QIE{HE|S 240 9 X2 743} WE| ojn A2 =
71E QUmBtol A £2 XINIT B2 t22] AR TR0 A Ko7H R st
ZEAIZ CXL Q1Zate] MR ZTE HB0H| 9IoH, 314l LLMT} ZBtEl A8t
Sk 12 3300 i 2K, ALBAITH AHAIS) =

RUO: oft == X\ @ e, ol Stz L2l o) 3

0|'

£ 1] Z2-21of

F

of

rin

QIE{AE| 244 Kteje
2E0|ct. Bt9l Hollals
191 RAG AlLt2|28 Bt

|XIE ==t st AlAt

% rr
bt jo T
= T_\_J

05
E o
k1
2
30
Ir
Olo
1=
=
HU
1o
el
I:I

E AlﬁE“OIEf. AFEZZL E1 0[0[X|= AR
LRI CLIP [368-370] 2 0|23l T HE = tHEtk|, O HE = AAR0| MEE 7|E
(o]

EiIAIJII Yt HE DY S Sl Bl ECE. 7|1Z RDMA 7|8t I Zetet &e| HEX S CXL OF7[EX = HIZ2|
HIZ X[H AT EQY0 QHI=E S0 W AM FoM 453 I SHAIZIL.

HME M|l HE|S O[OfXI= LLM 7|8t 22 Eiilo] °2{02 ALRE|0], ALBXF H2toll et Qa|HS S8

o 717 ROMA AISBIO A= 0] 2280] -8 22150128} 3101 & Zhel xi2to] &Yefx/2, HEAH CXL
QIEEts 44 Wa|x $EOR SE AEE 0| S| HMOICE. 12 3304 LIEH 2UK21, E| 244 3 LLM
52 X0 71 cll 2121 o 1419} 2784 ME AEE SHSISICH Ol A I OFZ2AOEOIN e
Sat 942, ASK FUT BEES A B AL £ Uch

Graph-RAG Z& Al|: X|A] Oz 7]tk M 31 R 82 Jk43). xotE X
HAIZEL: H22| H2 X[H ZH = 25l 7|E lIetof| M 50| Xotkl= 327
ALIE|RE Soll HBEXN S CXL 21 Z2te| 852 7ottt 17 340M =

20| A= Graph-RAG

|Al AMS =20 A5t Graph-RAG
bt = o
Qs I IMe HX /AL HAE

MA,

H|O|E{E RDF H| [371, 372]0|Lt O MAL(GNN, Graph Neural Network [373-375]) ot 22 7|82
Ne[sto] 2250l X[4] Ja|oE ESIC) 0| AFEX}E H2l= HE FEHE HEtE|of £HE X|A] JeiIet wEA|

(a) =8k (20).

(b) E¢ (ty). (c) 4t (22). (d) THAIE Hel Az

|32 33| RAG ZE At: 22|¥ =M (2 SE4: [Link]).

qQP panmnesic
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https://www.youtube.com/watch?v=lrhd4fu0KTc

OfH|AlOf 7| =2 X E

(a) X8t (to). (b) Bt (¢4). (c) =t (t,). (d) CHAIE Al AlZE
|32 34| Graph-RAG &€ Alz|: X|&] 2= 7|8t 2| H2|.
Oj& [376-381] === St11, O] Zup7t LLM F2 1™ 0f| &[0 HA| W2hS ofsisto] ECt Mot SES MAMs
HCH[323, 382, 383].

7|&2| Qlm|L[EHEE 0|8t RDMA 7|8t A| AR H| WS [, AEXS CXL OFF|HIX = A /2 EE2L A
AlZtE oF 8.05HH TH=SIRICE £ O 34dUM 2 5= JUXO|, 7|&E A|ARNME 4] = Z2|H £f0| H]
AT LM =2 CHA[Of| A 242} 1.7 X2t 2.2 X 010f| 2tZE[QUCEH 0|23t M5 JHME2 CXLO| XM|Bsh= FHA| Yzt
HZ2| E 420|H, CXL Z2EZ1} StEY0| X7} Graph-RAG A3l A| 2HliSH= |05 ZAt 8! AT EQ|0]

QHHEE 2[2otot Z1tO|Ct,

DLRM & Al Ela{d 7|4t =M QI3 2C 7143l DLRM [384-386] {IZ2E= Ut
EQ5HH, U2 H=Z2] @72 Qs 7|& ZetolM HZ22| 2AE M5 EX|7E Xt Ldstct
ZEXE CXL QlIatE 2830, Ax| Z2EM 228 tHHESH= o2 YUl HIo|S

X2 CHE BM gl H|WstRict. a2l 3501 20|, Bl £7|5F Ao M HEXE CXL ¢!

nx
0%
I
|.|-|
J
==
rx

(a) =8t (to). (b) S (t1). (c) =& (t2). (d)

|12 35| DLRM 28 Atz (HI2 SE4: [Link]).
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https://www.youtube.com/watch?v=_v5zRxum4Ww

OfH|AlOf 7| =2 X E

(a) X& (to). (b) 8t (1,). (c) S8t (t,). (d) &3 &5 M,

|38 36] MPIZE Alzll: Z2t20 A[Z2|0|E (HIZ SF4: [Link]).

718k A AR CHH| 2 5 S4E ERALL 7|&E AA-S ATEL 0| Q3= 22 X|HS HEXME
CR0] =F0 21 M2 H2 3L Al e H22| 22 S A ER7| WEO0ICh HAM £7|et = =0l
S Mx HEXNS CXL2 7|E AlAE ChH| TA| X2[2rS of 3.32HH SFAIZICE -_rl £
THA|O| A 2H2E 2. 71612t 3.51802| £ = JHME HRCHIR! 35d). 0| M5 744
8 SUZEQ JMeletEl FHX HS K8 =0 AL Fels I Al

mw rx

kl% Jgjl. MPI 7||:|f_g| _,-_||.'<'5} 9—I_|J_II_E| ozae L e 7t
218l 7|E HER A 7|8t Ot7|E A [387-389] 0| A
FREE O A7 UCH 2 H7= T2 AIYIZEY SHS 510 JOoL, HEXE CXL QlZ2HE Saf =
H=2| 37 WAS 28 ufe| 0|2 2lsty| s CHEXQI MPI 1tst 38 T2 1S HWIISIRILCE oIE =
XA (PIC, Particle-In-Cell [390-392]) Z&t=0} A|&2i|0]| 83t M LRH|HsHCFD, Computational F|U|d
Dynamics [393-395]) AIZal|0|M2 & 7t O|0|E| wetu} Al S7|2t7t BIHSI| 24F Al 2t 2| 41 THE ot
FAFSITY.

(a) Z8 (ty). (b) B4t (t). (c) it (). (d) M &= T,

|32 37| MPI Z& Al2l|: CFD A|Z2{|0]M.
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https://www.youtube.com/watch?v=zLhYn19EQCM

OfH|AlOf 7| =2 X E

A0 M= S04 OIF|R FIAIE £ FHx| CHEEQ! MPI AlLI2| S BoHSIICh 1 i 12l 369 20|
9l WarpX [390] & 0|83t Z2t=0} A0S £WHCH 20 JHo] URE7} 0f2] A4t =S
0f At ALt AlLLEI0M|M, 7|2 QIT|LIMIE 7|8t RDMA AlAIS AES0f Hel ol &) 2F Glo|E]
2 QItH £2 QSIS KPHSIHCE Ofofl heH, & ATOIM A S ZEXES CXL 7|5t lmate SAE
CPU7H Xt BIOIEIS SXO= 74 7H53t CXL.cache 29 HiR20l T XE8I0Y, CIE = 50| 2TEL0]
D2E22 HAIK %0 FA| Hlo|E{] H2E & QAT 012 S¢f 1 36d0lA 2AE 2T 20| 7|Z RDMA
HAR U Atiot 8 01|A1 224 1,62, 6.468H2] A5 BALS T,
£ wi A2 02 370) EHE CFD AIZ2|0|M2 £3612ICt 0 AlLI2IQ0IME Zolil 2t 9K MEiES
Aot S71312 1 712 ROMA 716 UIES|014 SISt leto] ASISIC), JoiLE AERE XL lmel
S| AlZ2ll0|A Aef HOJEIS B HD2loll 21T XESHD CPUTH OIS b2 MR 4 AEE st M HEYS
|8t 5715 KIS HAIKOR GUSUCH Ol Tlo|E] YRAT Al YEAO| CXL.cachedl OI8h XS BH2l=I|
W2OICk. 1 Z3, I 37d0IM B 4 UK, 7IE AIAH ChE| A4 AIZES O 1068, S41 AIZH oF 3.57
CHEE|CE
HIZ QEAA 7|Hto| SHERO0] CXL E S22 AQIKIS 310t TZEEIY AIAHOR Bytst Zjo|xgt,
OI2(Et MPI 712 2421 S8 A2 AHIS Seh P2l OXL 7lelel 2127t HPC EHI01Y BAIK! HI=91a
E o]
(=}

N

1 &1

bal

S ®AHSH XAt AT EQ0| QHBIES FH EL 4= ASS AQUSHAICE. =St CXL 7|8 IZE7E MPI 7|8t

_|',J_J
F_R

rMu of 1o @
0k
nl
2

XHz| A

> Im
M0
Hr
i)
1o
=2
H1
u
(] d]
=0
i
ofm
o
)
o
m
i
I
muin
rn
H>
_k,)_P
O T
]
HI
rr
fot
ox
2
x
10
fot
>
%
1]

o I9

Mo
o ot oo MO
21 Mo ofo
K ox
e Mo

0

0z

L

4>

d

finl
10
olo
o
HI
o
oln
2
x
H
=2
40
f0
olo
ot
N

@]p panmneSIG 513 BIAS Clott SXHES| S B7] 9l8t SXO= 5. viejsl HOZ, Hak 422 UE J|4 BIME TS| L 62

2 2 A0 EHE BHXE Tl Sof U AAUS Sof Hewn g




6. CXLS 4of: slo|EHZ|E 213 o}F|HIHE &t

CXL2 H|22| &% 7t47] ZHe AIZENNME
7t57| Zke| Hlolg Wt 852 HS =0|7| e CH2 QIEFHHE 7|a1t ZEtsto] ALtz 240 HIO|E{HIE| TA|
2RENS Ihsldts ol =20 & £ QAT tHEXMO 2 J147| 7H EA0]| 2| HSHEl QIE{HUE 7|& 2= UALnket
NVIDIAS| NVLink7t YO, & E1AM0ME= 0] E2 SASHe "AAZY T (XLink)"2t1 FELE StZICt
XLink 7|&2 7t47| Zte| H|o|E H& £ =5 X Hslst= p2P Y =
Z2{AH LHollA C|o|E| M HA5S IA SAFAZICE CHot XLinkE CXL2L 22| ZRES 72| FHA| LEAo|Lt
X|&

o=z 20 22 7152 XIJSHA| @b=Ct. tid XLink= B Z2 QIEFHHE RS A W2 XA =2

Y
ot
~
2
ne
4T

fup A2E Io|H SRete SRS ZHME S
.I

(a) 71571 B 22 AH. (b) AIZX 2| OF7 &N,

| 22! 38] slo|HE|E QIE{HHE F (CXL-over-XLink) 2| 7HZ.
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OfH|AlOf 7| =2 X E

vEJS ZE 7H57] ZHH0H HE0| SotE|of A0t UALlnkSlf NVLinke= H-8 EE2X| ZX S 7147 A

=
12 3832+ 12 38b0flM 2 4 UZ0|, &= ELMOHAL CXLI'_} XLink2| AlS HeIXo| AMS ASHSH] XA
AMAEI MSS A|X3E 4 Qe "6r0|5a|': °IE191L*'E ?I(CXL over-XLink)"& I1I |t EESH CXL-over-

UHEAE 5 %!E% 174|E|°“1f
O XLink= Y 22| 224 EZZXIE A0 7147| Zte| t|o[E] Wehs X|Xo}stH, HIA 0|
H -<'50||-f JEfC|ME S7|=tet 22 XA 2iZet AM Fot d52 MSeICh 2Lt XLinke| BH-
S22 EEZX|= 715719 7t S0 R AEE 20l SHAZF AT HHH, CXL2 CHEA| 221X FH2A(01F
Xt 2Lt =2 =H-dS MS3HH, HOIEME TRl CHefet EZ2X| F4 3 7Hs5H °H1f EESHCXL
DZEZ +F0M 7HA| L2td HZ22| 2 S MSst7| M2 KV 714 5 RAGSE 20| Hi22| EefHo|1 S
HIZL0| 2atFO|CE O LIot7t CXL2 =E ZHH0JH SRE 282 X|JstH =2t |0|E1 0|5
x| Aot5tn H|2e| 28 E I FYAIZIC
ot HEXME AR 22| NES EEo0H, Al A H2E| S SEHe R 25t SEEel &
2|7} 7FSSICE XLinkZ HZE HRFE =2 CXL 7|8t HiZ22| 222 & 2
| 2 gS
St

—LI
>+
N

|O

I.

mo ro ro mo ot
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19 ox
3 B
FE :lo

e |
=
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o> rot

J'l-
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met I
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82
1
caall
HR
rok J
=2

Koo re
i

I ZCe} X|H0| ER 2 YT AOIS AABH FHSts 2B
N5 8% 70| Tf2t ASHOE HXIsl] Xt ZBEE ANt 4 ULt
2 MMM ChESH QIEIF{HIE 7]29| O[sHS 57| I8 XLink 7122 ZHoHs| 8K A@sta, UALnket NVLink
2to| 7@ S4IT AHs} Yolg ZHMO= =o[3ith. 0[0fM CXLI XLinkS et sto|2alS o7 |eiH X
2} RENIB| A7HoHD, S 7|80] ArsHeisol 20| Hih Al HIO[EIMIEIS| Chst YIRS 97 OfZ
STHOR FENLY £ YK FHHOZ HAISITE.

6.1. 71&7| ZM olE{7{UIE Ji2: UALink2 NVLink

=l

12
m>

12{2|0|E{ @3 (UALink). UALink= CIO|E{MIE L] 7t&7| Zte] S41 £EE =0|7| /s dA|E

|=0lCt [70, 396, 397]. CXLO| H=2|e| SZIMQI =baf AetEl o22| 22|, S HEa| Z

22| ZM 7|50 2™ otET Q= HH UALInkE 7H57| AO|)IM E2 tigZoZ ZIH E1|0I
ASICE. M2kA 74457 ZHoll o[ meHEo| Bl e S7|3t7t HRst 2

43|21 M J7|Z0Z UALink= ZEE |0l 100GB/sl &2 LIZES H2& 4 %U:r.

| UALInk 1.0 [69]2 GPU &42| NVLinke H|=ot ERE 21 UX[2H X GPU MZEAL|
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OfH|AlOf 7| =2 X E

|32 301 77| F4 QE{HHE

O|ZS}A| of 11 Chkst 7t 7| E X|5H= 7HEls BEZE (Open Standard) @2 AAZ|QICt. UALInkE HHl-5 224
ALK EEEX|E AHESI0] 7157 Ztof 21 HAE KX|H S4l A2E FHSHH, X(CH 1,024 702] 7447 E SHLte]

S2AEZ HZ8Y & AL O2! 390] LEH ZME, o] Hast 28 Solf 2 LiF 2 sS4 X[HS 100|322 %
(us [70]) Ol5tZ OH A RXIE = AUCE. 0|21 tHEstEl EE=X| £2 2t Fd HE0l, UALink= 2E5H|
=]

|_

UALink= 55| 2 &3] H|O|E W& S WEH| X2[st7| 2ol 64 OHfOIEOI HIoJE S3 (Flit
of 712Xl HF J[Hte| 22| M2 HFHLIZE MSSHK|T, o= ZHE[ U HAHE ?Iet E_’EE.?_' 7ls_=
8E|H, UALInke| F&l 582 1£9| T & H|o[Ef &0 QICH ot UALlnk‘— WA 22t

e FXl 7|15E 7|2 H2E MSoHK| g2, HAIHQZ H|22Hd (Non-Coherent) Z2EZ 2 &|=(0]
. O] BIHSH C|0[E] S Ret Yty M| 22|, J2| 10 XHe| 2|8 FHOZ k= CXLY 22X Z LHE

=
HEE 7157| Se{AH|AM oot Mo H|O|E ekl HE S7|ot 278 X2 PhEY 4 /rth
b5

Im o rnﬂ ru*';* 2
ro o

oA I

—_ -
o
l_|
b

UALink= O|C{ull 7|Hte] QIE{HHE EZZX|S KHEWSIO] All-Gather Z 1} Z+2 EAEAJAHIO|M 23| AIRE|=
X SA IiEo| 3| f2[siCt. 0[2{3 S41 HAI2 BHEE 24t A|ARIA H2| ABE[JACH, X2 THE
GPU % 7147 0= £240| &£0kX| 1 QUCtH [8, 40, 386, 398, 399]. H2ZMHA = H&st H|o|E] M2
Ql5H, UALInk= 7t57] 2t 2 S7|510f| StE= E40 T Xt TZEE QHY|EE X|A5}5H= ot=9|0]
7|8tel S713F HIAHLIES MB35t UL [69, 397].

=h
Al 7
—_

AIH0|Z 3 (NVLink) 2t AIH0|Z! 3 FM (NVLink Fusion). NVLinkE GPU 7t HIO|E W2tE £[X3tst7| 26l
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warranties, representations, and guarantees of any kind with respect to the
information in this document, including without limitation, warranties of
merchantability, non-infringement, accuracy, completeness, timeliness, or fitness for
any particular purpose.

e Panmnesia reserves the right to make corrections, modifications, enhancements,
improvements, and any other changes to this document, at any time without notice.

e Neither Panmnesia nor any of its affiliates, officers, employees, or representatives
shall bear any responsibility or liability whatsoever for any errors, omissions, or
consequences arising from the use of or reliance upon any information included
herein. Any recipient should conduct their own due diligence before making any
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e Except for the sections on XLink, this technical report is based entirely on the
keynote presentation delivered by Panmnesia at the 2024 Summer Conference of
The Institute of Semiconductor Engineers in August.
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